
ISSN - 2348-2397

AN INTERNATIONAL BILINGUAL PEER REVIEWED REFEREED RESEARCH JOURNAL

SHODH SARITAAPPROVED UGC CARE

SHODH  SARITA
Vol. 7, Issue 26, April-June, 2020

Page Nos. 177-181

ABSTRACT
Python is one of the rapidly -growing programming languages in the world. Python is used by data scientists to 

simplify complex data sets and to generate information from a large collection of data. Python enables data scientists to 

build efficient  solutions for complex business problems. It gives huge number  of options to data scientists. Python is 

supported with huge community base where people can exchange their thoughts, ask questions give answer etc. In this 

paper  python  is used as a data analysis tool for  identifying  the key   customers who are  making their mind to change  

their mobile network service provider. Two major problems  faced by all   businesses  are customer acquisition and 

retention. The wireless  telephony market is  a fast growing service segment. Today majority of phone calls all over the 

world can be made by mobile phone. Now the mode of struggle got changed from  attracting new customers to  

retaining  of  old customers. So the companies should  have the awareness of customers   who are making their mind to 

stop doing business with their current operator and interested to join with some other of their choice. This is the obtained 

by  churn prediction models. Customer churn is a very important problem  which  most companies are facing. The 

industries where the switching cost is too  less , the intensity of churn is too high. Telecom sector is very badly affected 

by this issue. If the service providers use such efficient tools they can reduce the attrition rate of customers and can focus 

on targeted promotion and retention strategies.
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INTRODUCTION

In today's competitive world, customer churn is 

one of the most critical apprehension for all the mobile 

network operators . In their endeavor to expand their 

customer base, or at least maintain the number of 

customers at a constant level, the providers must stay on 

their toes in a fierce competition for new customers. The 

companies can take  corrective action to minimize this 

phenomenon if they are able to recognize the major 

reasons for the  dissatisfaction of clients and to  forecast  

in advance, the clients whom they will lose in near future . 

It is more expensive for the companies to look for new 

customer than satisfying an existing customer. Also one 

bad customer can ruin the likelihood of getting some 

good customers.

In this industry customers can decide about what 

quality of service they should receive from their current 

service provider. If the service provider could not satisfy 

their clients they can choose any alternate option where 

they get good quality services. In this highly competitive 

market, customers will stay with companies who care for 

them and offers better products and services at lesser 

prices.  Therefore retaining existing subscribers is more 

important than looking for new ones.  Many operators 

give prime concern for  retaining high profitable 

customers and consider it as  the number one business 

pain.  Network service providers  make use of effective 

promotion and customer communication policies to keep  

their customers  happy and force them to stay. For the 

present scenario retention strategies  and churn reduction 
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strategies should be  kept as one of major business goal by 

all the companies. To manage this  phenomenon 

companies should be able to recognize the clients 

planning for  switching and approximate  time of their 

switching  .If this is known in advance companies can 

plan better retention strategies to stop  as many customers 

as possible from switching .  

This study is intended to identify the customers 

who are making their mind to switch the current service 

provider by predictive modeling  with the help of  

Python. Such Forecasting models  helps the companies to 

recognize in advance  which customers are having  high 

chance to change the service provider , why they are 

changing  and when they will churn,  improve the quality 

of services by   identifying  the areas where 

improvements are required, provide incentives to the 

targeted customers, and thereby  avoid the  economical 

wastage for mass marketing approaches.

OBJECTIVE

The important aim and  objective of this research is 

to utilize Python  to  recognize the key customers  who 

are making their mind to switch the current service 

provider and to  develop a proficient  and effective   

model  which can spot in advance  the probable 

customers who have made their decision to change the 

present operator and join a new operator  of their choice, 

in Pre-paid mobile telephony market. This is very much 

useful for the present carrier to  recognize the customers 

who are thinking about changing their present service 

provider. 

The churn prediction solution uses information 

about the historical behavior of your customers, revenue, 

operations, social behavior and other current measures, 

and applies predictive models to determine the likelihood 

for churn and build target campaigns towards customer 

retention. Companies can know what are the important 

factors contributing   the customer's switching  decision. 

RELATED WORK

Ullah et al.: Churn Prediction Model Using RF , 

IEEE Access, VOLUME 7, 2019, proposes a churn 

prediction model that uses classification, as well as, 

clustering techniques to identify the churn customers and 

provides the factors behind the churning of customers in 

the telecom sector. The study first classified customers 

data using classification algorithms, in which the 

Random Forest (RF) algorithm performed well with 

88.63% correctly classified samples. The model is 

evaluated using metrics, such as accuracy, precision, 

recall, f-measure, and receiving operating characteristics 

(ROC) area. A neural network based methodology for the 

prediction of churn customers in the telecom sector is 

provided in [11]. Predictive models for churn customers 

regarding prepaid mobile phone companies are described 

in [13]. In another study, authors use Support Vector 

Machine (SVM), Neural net, Naïve Bayes, K-nearest 

neighbors and Minimum-Redundancy Maximum 

Relevancy (MRMR) features selection technique [9]

Churn prediction has been performed in the 

literature using various techniques including machine 

learning, data mining, and hybrid techniques. These 

techniques support companies to identify, predict and 

retain churning customers, help in decision making and 

CRM. The decision trees are the most commonly 

recognized methods used for prediction of problems 

associated with the customer churn.

RESEARCH METHODOLOGY

This study is intended to find the key  customers 

who are about to  churn in telecom sector and to device a  

predictive model to deal with it. The study is performed 

on secondary data collected for a specific service 

provider. By using the tool python, different classifier 

models  are created   and the performance evaluation of 

the models are done, which will in turn will help the 

service provider to  make quality decisions. This  process  

will also help the service provider to  predict the class of 

instances whose class labels are not known.  

DATA PREPROCESSING

It is very important for making the data useful 

because noisy data can lead to poor results. In telecom 

dataset, there are a lot of missing values, incorrect values 

like ''Null'' and imbalance attributes in the dataset. In our 

dataset, the number of features is 29. We analyzed the 

dataset for filtering and reduced the number of features so 

that it contains only useful features. A number of features 

are filtered using the delimiter function in Python.

The python command isnull().sum() used to view 
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the missing values of the attribute in the data set. By using 

the python functions data.head(5) and “data.shape” can 

be used to get  general view of the dataset. The categorical 

values are converted to numerical values for making the  

analysis easy by the alogorithm. The replace function is 

used here for it. Also some irrelevant attributes which are 

not used in the model are also eliminated remove the 

columns not used in the predictive model.

data['international plan'].replace('yes',1, inplace=True)

data['international plan'].replace('no',0, inplace=True)

data['voice mail plan'].replace('yes',1, inplace=True)

data['voice mail plan'].replace('no',0, inplace=True)

After preprocessing the data set consists of   3333 

records with  18 attributes of which 10 are integer type 

and 8 are float.

account length            3333 non-null int64

international plan        3333 non-null int64

voice mail plan           3333 non-null int64

number vmail messages     3333 non-null int64

total day minutes         3333 non-null float64

total day calls           3333 non-null int64

total day charge          3333 non-null float64

total eve minutes         3333 non-null float64

total eve calls           3333 non-null int64

total eve charge          3333 non-null float64

total night minutes       3333 non-null float64

total night calls         3333 non-null int64

total night charge        3333 non-null float64

total intl minutes        3333 non-null float64

total intl calls          3333 non-null int64

total intl charge         3333 non-null float64

customer service calls    3333 non-null int64

churn                     3333 non-null int64

dtypes: float64(8), int64(10)

FEATURE SELECTION

After the data preprocessing the correlation 

analysis between the churn and each customer feature  is 

done to determine which features to be included in the 

prediction model.

Table-1
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From the  correlation matrix the highly correlated 

customer features to the target  feature churn are 

identified  and are used in the predictive modeling.

PREDICTIVE MODELING

Different models are considered for predicting the 

customer churn. The churn prediction models are created 

by using Logistic regression, Random forest, J48 and 

Naïve bayes.

The data set of 3333 records are split into training 

and test set with tests set  consisting of 25% of the data 

and training set with 75% data.

· Logistic regression

Logistic regression is a basic classification 

algorithm. It is generally used for binary classification 

problem. The output of the logistic regression is a 

probability. 

The dependent variable is categorical  here. By 

using python Spyder the  code for logistic regression 

model  is created .

The model is imported from Sklearn. After training 

the model on the training data set, we can use this model 

on the test data set. The results are saved in the variable  

“prediction_test1” and later  the accuracy score is 

measured and printed.

from sklearn.linear_model import LogisticRegression

model = LogisticRegression()

result = model.fit(X_train, y_train)

from sklearn import metrics

prediction_test1 = model.predict(X_test)# Print the 

prediction accuracy

print (metrics.accuracy_score(y_test, prediction_test1))

· Random Forest

from sklearn.ensemble import RandomForestClassifier

randomForest1 = RandomForestClassifier()

randomForest1.fit(train_x, train_y)

print('Accuracy of random forest classifier on test set: 

{:.2f}'.format(randomForest1.score(test_x,

test_y)))

Similarly the  predictive modeling using  J48, and Naïve 

Bayes  are  also done . 

PERFORMANCE EVALUATION

The prediction model is evaluated by accuracy, 

precision, recall and F-measure. Accuracy of the model 

indicates the instances that are correctly classified . 

Accuracy is calculated as

Accuracy= (TP+TN)/ (TP+TN+FP+FN) 

TP indicates the True positive ,TN True negative, 

FP False positive, FN False negative. The TP rate of the 

model indicates the portion of data that is correctly 

classified as positive.

This measure is also called as Sensitivity.For any 

model  it is highly  desirable to have a high value for TP 

Rate and low value for FP Rate.  TP Rate is calculated as 

TP Rate= TP /Atual Positives

The FP Rate indicates the portion of data which are 

incorrectly classified as positive. It is calculated as

FP Rate = F P / Actual Negatives

The next measure used is  Precision. The precision 

tells about what percentage of data tuples the classifier 

labeled as positive are actually positive .  The accuracy is 

also known as positive predictive value(PPV). It is   

calculated as 

Precision=  TP / (TP+ FP )

Another measure used is  Recall .The recall  is the ratio of 

correctly  predicted positive values to the actual positive 

values .it is calculated as

Recall=   TP / (TP + F N )

RESULTS & FINDINGS

The results shows that J48   has the highest value 

for recall.

It indicates that the algorithm could find the 

maximum number of true positives in the data set and can 

correctly identify the true churners. The next good 

performer is Random forest with the second highest value 

for recall.

Similarly the precision values for J48 and Random 

forest  is high as compared to the other algorithms .

This indicates that J48 and Random forest 

outperform the other algorithms in predicting the real 

positive  values.

Also the TP rate of J48 and Random forest is also 

high . More over the F-measure of J48 and Random  

Forest is high compared to the other classifiers. The F-

measure for J48 is 91% and that for Random forest is 

87.6%.
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CONCLUSION

The  major crisis that the service provider was 

facing was to  identify the future churners and to focus 

them with incentives so that they are  convinced to  stay 

back. Due to the absence of a precise model to monitor the 

customer behavior, the company was  not capable 

distinguish the churners from non-churners. 

To address this problem  the  predictive models 

that  are created and they  proved  competent enough to 

make out churners and non-churners. This  will help the 

service provider to carry out well-organized retention 

campaigns. This has become a resourceful manifestation 

to reduce the cost of marketing and rate of churn. As the  

values of  precision, recall, TP rate and F-measure are 

higher for J48 and Random Forest, these classifiers could 

identify the maximum customers who are planning to 

change the service providers form the data set. So  for the 

data set under study, the J48 and Random  Forest 

performed well for identifying the true churners.

FUTURE ENHANCEMENT

In this study only four classifiers are constructed 

and their performance evaluation is done. More 

classifiers can be constructed by using Python and the 

performance evaluation can be done . Even the pictorial 

representations of the results are not included here. 

Python's libraries can be used to depict the results .

Table-2

Method  TP rate  FPrate  Precision  Recall F-measure 

Logistic 
regression  

0.853  0.76  0.81  0.84  0.81 

Random 
Forest  

0.896  0.55  0.89  0.895  0.876 

J48  0.90  0.41  0.91  0.912 0.905 

Naïve 
Bayes  

0.88  0.53  0.86  0.88  0.87 
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